We present a family of efficient distributed deadlock avoidance algorithms with applications to distributed real-time and embedded systems (DREs), which subsumes previously known solutions as special instances. Then we use this family to study the reachable set of states and the allocation sequences allowed by the different protocols. This result enables a new proof method for showing freedom from deadlock of variations of deadlock avoidance protocols.

Distributed deadlock avoidance is a hard problem and general solutions are considered impractical due to the high communication overhead. In previous work, however, we showed that practical solutions exist when all possible sequences of resource requests are known a priori in the form of call graphs; in this case, protocols can be constructed that perform safe resource allocation based on local data only; that is, no communication between components is required. The most basic algorithm Basic-P, performs only one operation per request using one counter per site. The protocol Live-P, which also guarantees liveness globally, needs to perform a logarithmic number of operations per request, using a linear number of counters in each site (in terms of the total amount of resources). The family of algorithms that we introduce here, called k-Efficient-P, subsumes these as special cases. This family allows us to compare the protocols according to the set of reachable states and their legal allocation sequences. We prove that, even though the more liberal algorithms allow more concurrency, all algorithms can reach the same set of states. We capture this set of states as a network invariant.

1. INTRODUCTION

Computations in distributed systems often involve a distribution of method calls over multiple sites. At each site these computations need resources, for example in the form of threads, to proceed. With multiple processes starting and running at different sites, and a limited number of threads at each site, deadlock may arise.

Traditionally three methods are used to deal with deadlock: deadlock prevention, deadlock avoidance, and deadlock detection. In deadlock prevention a deadlock state is made unreachable by violating one of the necessary conditions for deadlock.
lock. For example, imposing a fixed order in which resources are acquired, such as in “monotone locking” [Birrell 1989], violates the condition for a cyclic dependency among resources. This strategy, however, imposes some burden on the programmer, and—often a more important concern in embedded systems—can substantially reduce performance, by artificially limiting concurrency. With deadlock detection methods deadlock states may occur, but are upon detection resolved by, for example, roll-back of transactions. This approach is common in databases. In embedded systems, however, this is usually not an option, especially in systems interacting with physical devices.

Deadlock avoidance methods take a middle route. At runtime a protocol is used to decide whether a request for resources is granted based on current resource availability and possible future requests of processes in the system. A resource is granted only if it is safe, that is, if all processes still have a strategy to complete. To make this test feasible, processes that enter the system must inform the protocol about their expected resource usage. The best known algorithm following this strategy is Dijkstra’s Banker’s algorithm [Dijkstra 1965] [Habermann 1969] [Havender 1968] [Stallings 1998] [Silberschatz et al. 2003], where a process upon creation reports the maximum number of resources of each type that it can request during its execution. This information is used to decide whether to grant resource requests. When resources are distributed across multiple sites, however, deadlock avoidance is harder, because the different sites may have to consult each other to determine whether a particular allocation is safe. Because of this need for distributed agreement, a general solution to distributed deadlock avoidance is considered impractical [Singhal and Shivaratri 1994]; the communication costs involved simply outweigh the benefits gained from deadlock avoidance over deadlock prevention.

In this paper we study a distributed deadlock avoidance algorithm that does not require any communication between sites. The algorithm is applicable to distributed systems in which processes perform method invocations at different sites and lock local resources (threads) until all remote calls have returned. In particular, if the chain of remote calls arrives back to a site previously visited, then a new resource is needed. This model arises, for example, in distributed real-time and embedded (DRE) architectures that use the WaitOnConnection policy for nested up-calls [Schmidt 1998] [Schmidt et al. 2000] [Subramonian et al. 2004].

The algorithm’s ability to provide deadlock avoidance using only operations over local data is made possible by providing the protocol with additional information about resource usage in the form of call graphs that represent all possible sequences of remote invocations. In DRE systems, this information can usually be extracted from the component specifications or from the source code directly by static analysis. In [Sánchez et al. 2005] [Sánchez et al. 2006] [Sánchez et al. 2006] we presented a first version of such a deadlock avoidance algorithm based on an annotated global call graph and showed that the conditions imposed on these annotations were tight: a violation could lead to deadlock.

The rest of this document is structured as follows. Section 2 introduces the computational model and the necessary notation and shows why deadlocks can be reachable if no allocation manager is used. Section 3 presents a network invariant that deadlock avoidance algorithms maintain, restates the previously known pro-
protocols in terms of this invariants. This generalization allows the definition of the family of protocols \( k \)-\textit{EFFICIENT-P}. Sections 3 and 5 compare the different algorithms according the global sequences of legal allocations they allow, and the set of global states they can reach. Finally, Section 6 explains a new proof technique for correctness of deadlock avoidance schemas derived from the results in this paper, sketches some open problems and the conclusions.

2. COMPUTATIONAL MODEL

To study deadlock avoidance protocols we view a distributed system as a set of sites that perform computations and a set of call graphs that describe how and at which site these computations are to be performed. The resources we consider are the threads. In classical operating systems terminology, the resources are guarded by counting semaphores. The call graphs provide a static representation of all possible resource usage patterns.

Formally, a distributed system is modeled by a tuple \( S : (\mathcal{R}, \mathcal{G}) \) consisting of

\(- \mathcal{R} : \{r_1, \ldots, r_{|\mathcal{R}|}\}, \) a set of sites, and

\(- \mathcal{G} : \{G_1, \ldots, G_{|\mathcal{G}|}\}, \) a set of distinct call graphs.

Each call graph \( G_i \) is a finite tree \( \langle V_i, \rightarrow_i \rangle \) where each node \( n : r \) represents a method that runs in site \( r \). We also say that node \( n \) resides in site \( r \). If two nodes reside in the same site we write \( n \equiv_{\mathcal{R}} m \). An edge from \( n : r \) to \( m : s \) denotes that method \( n \) in the course of its execution may invoke method \( m \) in site \( s \). We assume that every pair of call graphs is disjoint: \( V_i \cap V_j = \emptyset \) and \( \rightarrow_i \cap \rightarrow_j = \emptyset \) whenever \( i \neq j \).

We also use \( V \) for \( \bigcup_i V_i \) and \( \rightarrow \) for \( \bigcup_i \rightarrow_i \), and call \( \langle V, \rightarrow \rangle \) the call graph of system \( S \).

We assume that each site has a fixed number of pre-allocated resources. Although in many modern operating systems threads can be spawned dynamically, it is common in real-time systems to bound resources. Many DRE systems pre-allocate a fixed sets of threads to avoid the relatively large and variable cost of thread creation and initialization. Each site \( r \) stores a set of local variables \( V_r \) that includes the constant \( T_r = 1 \) denoting the number of resources present in \( r \), and a variable \( t_r \) that represents the number of available resources. Initially, \( t_r = T_r \).

The execution of a system consists of processes, which can be created dynamically, executing computations that only perform remote calls according to the edges in the call graph. When a new process is spawned it announces the call graph node whose outgoing paths describe the remote calls that the process will perform. All invocations to a call graph node require a new resource in the corresponding site, while call returns release the resource.

We impose no restriction on the topology of the call graph or on the number of process instances, and thus deadlocks can be reached if all requests for resources are immediately granted.

\textbf{Example 2.1.} Consider a system with two sites \( \mathcal{R} = \{r, s\} \), a call graph with four nodes \( V = \{n_1, n_2, m_1, m_2\} \), and edges \( \{n_1 \rightarrow n_2, m_1 \rightarrow m_2\} \) and \( \{n_2 \rightarrow m_2\} \). If sites \( s \) and \( r \) each handle exactly one resource \( (T_r = T_s = 1) \) and two processes are created, one in \( n_1 \) and one in \( m_1 \), no more resources are available after each process.
starts its execution. Hence a deadlock is reached, since none of the processes can proceed.

Our deadlock avoidance solution consists of two parts: (1) the offline computation of call-graph annotations, maps from call-graph nodes to natural numbers; and (2) a run-time protocol that controls resource allocations and deallocations based on call-graph annotations. Informally, annotations measure the amount of resources that the computation of a node requires. The protocols grant a request based on the remaining local resources (and possibly other local variables) and the annotation of the requesting node.

2.1 Protocol

A protocol for controlling the resource allocation in node \(n:r\) is implemented by a program executed in \(r\) before and after method \(n\) is dispatched. This code can be different for two call-graph nodes even if they reside in the same site. The schematic structure of a protocol for a node \(n:r\) is:

\[
\ell_0 : \begin{cases} \text{when } En_n(V_r) \text{ do } \\ In_n(V_r, V'_r) \end{cases} \quad \text{entry section} \\
\ell_1 : f() \quad \text{method invocation} \\
\ell_2 : Out_n(V_r, V'_r) \quad \text{exit section} \\
\ell_3 : 
\]

The entry and exit sections implement the resource allocation policy. Upon invocation, the entry section checks resource availability by inspecting local variables \(V_r\) of site \(r\). If the predicate \(En_n(V_r)\), called the enabling condition, is satisfied we say that the entry section is enabled. In this case, the request can be granted and the resource assigned to the process updating the local variables according to the relation \(In_n(V_r, V'_r)\), where \(V'_r\) stands for the local variables after the action is taken. We assume that the entry section is executed atomically, as a test-and-set.

The method invocation section executes the code of the method, here represented as \(f()\), which may include remote invocations according to the edges outgoing from node \(n\) in the call graph. The method invocation terminates after all its descendents in the call graph have terminated and returned. The exit section releases the resource and may update some local variables in site \(r\), according to the relation \(Out_n(V_r, V'_r)\). \(In_n\) is called the entry action and \(Out_n\) is called the exit action.

2.2 Annotations

Given a system \(S\) and annotation \(\alpha\), the annotated call-graph \((V, \rightarrow, \rightarrow\rightarrow)\) is obtained from the call graph \((V, \rightarrow)\) by adding one edge \(n \rightarrow m\) between any two nodes that reside in the same site with annotation \(\alpha(n) \geq \alpha(m)\). A node \(n\) "depends" on a node \(m\), which we represent \(n \triangleright m\), if there is a path in the annotated graph from \(n\) to \(m\) that follows at least one \(\rightarrow\) edge. The annotated graph is acyclic if no node depends on itself, in which case we say that the annotation is acyclic.

3. A FAMILY OF LOCAL PROTOCOLS

We study protocols that prevent deadlock in all scenarios, trying to utilize the resources as much as possible, while requiring no communication between the sites. These are called local protocols. We say that a protocol is completely local if all the enabling conditions are determined by:

1. the annotation of the requested node, and
2. the number of active processes in the local site and their corresponding annotations.

For completely local protocols, the effect of the input (resp. output) action on future enabling conditions is determined by the effect of adding (resp. removing) an entry at the corresponding annotation from the set of active processes. All the deadlock avoidance protocols suggested to date are completely local. We use the following notation to for active processes: \( a_r[k] \) stands for the number of active processes running in site \( r \) in a node with annotation \( k \). We also use \( A_r[k] \) as a short for \( \sum_{j \geq k} a_r[j] \), that is, \( A_r[k] \) stands for the number of active processes running in site \( r \) executing nodes with annotation \( k \) or higher.

The protocol Basic-P was introduced in [Sánchez et al. 2005]. An allocation attempt at node \( n:r \) with annotation \( \alpha(n) = i \), is controlled by:

\[
\begin{align*}
\text{when } i \leq t_r & \text{ do } \\
& t_r-- \\
\end{align*}
\]

Before assigning a resource, Basic-P checks whether the provision of resources is large enough, as indicated by the annotation \( i \). This check ensures that processes (local or remote) that could potentially be blocked if the requested resource is granted, have actually enough resources to complete. The counter \( t_r \) keeps track of the remaining resources in site \( r \). The correctness of Basic-P is based on the acyclicity of the annotations:

**Theorem 3.1 (Annotation Theorem for Basic-P [Sánchez et al. 2005]).**

Given a system \( S \) and an acyclic annotation, if Basic-P is used to control resource allocations then all executions of \( S \) are deadlock free.

The protocol Basic-P can be improved observing that processes requesting resources in nodes with annotation 1 can always terminate, in spite of any other process in the system. This observation leads to Efficient-P, which uses two counters: \( t_r \), as before; and \( p_r \), to keep track of the “potentially recoverable” resources, which include not only the available resources but also the resources granted to processes in nodes with annotation 1. The protocol Efficient-P that controls
the allocation at a node \( n : r \) with annotation \( i \) is:

\[
\begin{align*}
\text{If } i &= 1 & \text{If } i > 1 \\
n &:: \left[ \begin{array}{l}
\text{when } 1 \leq t_r \\
\quad f() \\
\quad t_r++
\end{array} \right] & n &:: \left[ \begin{array}{l}
\text{when } i \leq p_r \land 1 \leq t_r \\
\quad f() \\
\quad (t_r++, p_r++)
\end{array} \right]
\end{align*}
\]

A version of the Annotation Theorem also exists for EFFICIENT-P establishing that in the absence of dependency cycles, EFFICIENT-P can reach no deadlocks. These proofs of correctness are based on properties of the sets of active processes in the system, in states reachable by the protocols. The proof of the Annotation Theorem for BASIC-P and EFFICIENT-P relies on showing that the following invariant \( \varphi \) is maintained:

\[
\varphi \triangleq \bigwedge_{r \in \mathcal{R}} \bigwedge_{k \leq T_r} A_r[k] \leq T_r - (k - 1).
\]

We use \( \varphi_r \) as an alias for \( \bigwedge_{k \leq T_r} A_r[k] \leq T_r - (k - 1) \), and \( \varphi_r[k] \) for each of its clauses. The fact that \( \varphi \) is an invariant is used to show, for example, that if a request for annotation \( i \) is denied, then there must be an active process running in a node with annotation \( i \) or lower.

A legitimate question is whether the most liberal protocol, that only guarantees that \( \varphi \) is an invariant, still provides absence of deadlock in the presence of an acyclic annotation. The answer (see Sánchez et al. 2006) is that this protocol, called LIVE-P, guarantees not only absence of deadlock but also liveness under some simple fairness assumptions about the local schedulers. LIVE-P simply checks whether granting a request at node \( n : r \) with annotation \( i \) keeps the system in an \( \varphi \) state. LIVE-P for a node \( n : r \) with annotation \( i \) is:

\[
\begin{align*}
\text{Here, the formula } \varphi_r^{(i)} \text{ stands for the formula that results from } \varphi_r \text{ when } a_r[i] \text{ is incremented. That is, } \varphi_r^{(i)} \text{ is the weakest precondition for } \varphi \text{ under the transition that assigns the resource. The formula } \varphi_r^{(i)} \text{ can easily be stated:}
\end{align*}
\]

Again, we use \( \varphi_r^{(i)}[j] \) for the clause of \( \varphi_r^{(i)} \) that corresponds to annotation \( j \). Observe that \( \varphi_r^{(i)}[j] \) is equivalent to \( \varphi_r[j] \) for \( j > i \) since the expressions are identical.

\[\text{REACT-TR-2006-01, June 2006.}\]
Moreover, for \( j \leq i \), the condition is strengthened: \( \varphi_r^{(i)}[j] \rightarrow \varphi_r[j] \).

In order to compare the protocols, we use the notation introduced for Live-P to restate the definition of the protocols Basic-P and Efficient-P. The following is an invariant of Basic-P:

\[
T_r = t_r + A_r[1],
\]

since \( A_r[1] \) corresponds to the total number of active processes in \( r \). The enabling condition of Basic-P for a node \( n:r \) with annotation \( i \) can be restated as:

\[
A_r[1] \leq T_r - (i - 1)
\]

As we will see, this is an strengthening of \( \varphi_r^{(i)} \). We define the \( k \)-th strengthening formula for a request in node \( n:r \) with annotation \( i \) as:

\[
\psi_r^{(i)}[k] \overset{\text{def}}{=} A_r[k] \leq T_r - (i - 1)
\]

It is easy to see that the following holds:

\[
\psi_r^{(i)}[k] \rightarrow \varphi_r^{(i)}[j] \quad \text{for all } k \leq j \leq i,
\]

Therefore,

\[
\psi_r^{(i)}[k] \rightarrow \bigwedge_{k \leq j \leq i} \varphi_r^{(i)}[j].
\]

Now, \( \varphi_r^{(i)}[j] \) holds vacuously for all \( i \geq j \), since the formulas for \( \varphi_r^{(i)}[j] \) and \( \varphi_r[j] \) are identical in this case. Hence:

\[
\psi_r^{(i)}[k] \rightarrow \bigwedge_{k \leq j} \varphi_r^{(i)}[j].
\]

Finally, if \( \varphi_r^{(i)}[j] \) is satisfied for all values at most \( k \), and \( \psi_r^{(i)}[k] \) is ensured, \( \varphi_r^{(i)} \) can be concluded:

\[
(\bigwedge_{j < k} \varphi_r^{(i)}[j]) \land \psi_r^{(i)}[k] \rightarrow (\bigwedge_{j < k} \varphi_r^{(i)}[j]) \land (\bigwedge_{j \geq k} \varphi_r^{(i)}[j])
\]

\[
\leftrightarrow \bigwedge_{k \geq j} \varphi_r^{(i)}[j]
\]

\[
\leftrightarrow \varphi_r^{(i)}.
\]

Therefore, if a protocol ensures \( \bigwedge_{j < k} \varphi_r^{(i)}[j] \land \psi_r^{(i)}[k] \) for some \( k \), then \( \varphi \) is an invariant.

In general, the lower the value of the strengthening point \( k \), the less computation is needed to compute the predicate (the number of comparison are reduced) but the less liberal the enabling condition becomes. In the case of \( k = 1 \) the strengthening...
is $\psi_r^{(i)}[1] \rightarrow \varphi_r^{(i)}$, and the following protocol, equivalent to Basic-P, is obtained:

\[
\begin{array}{l}
n :: \left[ \begin{array}{l}
\text{when } \psi_r^{(i)}[1] \text{ do} \\
\quad a_r[i]++ \\
f() \\
a_r[i]--
\end{array} \right]
\end{array}
\]

It must be noted that this protocol is logically equivalent to Basic-P: the result of the enabling condition, and the effect of the input and output actions on future tests are equivalent. The direct implementation of Basic-P introduced earlier in this section uses a single counter $t_r$, while in this restated version, several counters are apparently needed: $a_r[i]$ and $A_r[1]$. However, the effect of the increments and decrements of $a_r[i]$ on $A_r[1]$ are the same, independently of $i$. Therefore, these actions can be implemented as $A_r[1]++$ and $A_r[1]--$ respectively.

With a strengthening point of $k = 2$ we obtain a protocol equivalent to Efficient-P:

\[
\begin{array}{l}
n :: \left[ \begin{array}{l}
\text{when } \varphi_r^{(i)}[1] \land \varphi_r^{(i)}[2] \text{ do} \\
\quad a_r[i]++ \\
f() \\
a_r[i]--
\end{array} \right]
\end{array}
\]

In general, if an arbitrary $k$ is picked as the strengthening point, the following protocol, that we call $k$-Efficient-P is obtained:

\[
\begin{array}{l}
n :: \left[ \begin{array}{l}
\text{when } (\bigwedge_{j<k} \varphi_r^{(j)}[j]) \land \varphi_r^{(i)}[k] \text{ do} \\
\quad a_r[i]++ \\
f() \\
a_r[i]--
\end{array} \right]
\end{array}
\]

In the extreme, if the strengthening point is higher than the number of resources $T_r$, then Live-P is obtained:

\[
\begin{array}{l}
n :: \left[ \begin{array}{l}
\text{when } (\bigwedge j \varphi_r^{(i)}[j]) \text{ do} \\
\quad a_r[i]++ \\
f() \\
a_r[i]--
\end{array} \right]
\end{array}
\]
The protocol $k$-EFFICIENT-P can be directly implemented using $k$ counters, obtaining a running time of $O(k)$ and needing a storage space of $O(k \log T_r)$ bits. Using an active tree data-structure, (see [Sanchez et al. 2006]), $k$-EFFICIENT-P can be implemented in $O(\log k)$ running time per allocation and still needing $O(k \log T_r)$ bits in each site.

We remark here that the In and Out actions of all these protocols (BASIC-P, EFFICIENT-P, $k$-EFFICIENT-P and LIVE-P) are identical. Since this protocols are completely local, the effects that they have in the successor states are the same as with the standard presentations using the extra variables $t_r$, $p_r$, etc.

4. ALLOCATION SEQUENCES

Here we establish the basic foundations to compare the reachable states and the possible allocation sequences allowed by a deadlock avoidance protocol. We define a language whose strings correspond to sequences of (global) allocations and deallocations. Then we define the language that a protocol accepts as the legal sequences allowed by the protocol.

Given a call graph $G : (V, \rightarrow)$ we define the alphabet $\Sigma = V \cup \overline{V}$ where $\overline{V}$ contains one element $\overline{n}$ for every node $n$ in $V$. We assume that $V$ and $\overline{V}$ are disjoint, $V \cap \overline{V} = \emptyset$. We refer to the elements of $V$ as allocation symbols, to the elements of $\overline{V}$ as deallocation symbols and the elements of $\Sigma$ simply as symbols. Given a string $s$ in $\Sigma^*$ and a symbol $v$, we use $s_v$ to denote the number of occurrences of $v$ in $s$, and $|s|_n$ as a short for $s_n - \overline{s_n}$.

**Definition 4.1 (Well-Formed Allocation Strings).** A string $s$ in $\Sigma^*$ is called well-formed if for every prefix $p$ of $s$, and every allocation symbol $n$, $p_n \geq |p|_{\overline{n}}$.

or, equivalently, $|p|_n \geq 0$.

An admissible allocation sequence is one that corresponds to a possible execution of the system, which not only requires the string to be well-formed but it also requires that every allocation of a non-root node is preceded by a corresponding annotation in its parent node. Essentially, a process must be executing in the calling node for the actual call to exist. Different semantics for remote calls are possible, and each is captured by a different language restriction. For example, asynchronous calls allow a process to continue running while a remote call is being executed, while synchronous calls block the caller until the call returns. Multiple call semantics allow a remote call—expressed by a $\rightarrow$ edge—to be repeated indefinitely, while exactly-once semantics establish that all descendants must be invoked, and using at-most-once a call can either be ignored or produced once$^1$. We describe here asynchronous, at-most-once calls. Many of these results can also be obtained for other call semantics.

**Definition 4.2 (Admissible Strings).** A well-formed allocation string $s$ is called admissible if for every prefix $p$ of $s$, and every remote call $n \rightarrow m$:

$$|p|_n \geq |p|_{m}.$$  

$^1$The only restriction all semantics must satisfy is that all processes must terminate if scheduled infinitely often.
Admissible strings ensure that the number of children processes (callee) is not more than the number of parents (caller processes), so that there is a possible match. For brevity, we simply use *string* to refer to “admissible string”.

We define a global state of a system as the number of the active processes for each site and annotation. This is enough to capture all effects of completely local protocols. The initial condition $\Theta$ of the system establishes that there are no active processes: $a_r[i] = 0$ for all sites $r$ and annotations $i$. If a state $\sigma$ satisfies a predicate $\theta$ we write $\sigma \models \theta$.

A protocol $P$ can reach a system state $\sigma$ after executing the sequence of operations described by the string $s$ (which we represent by $\sigma = P(s)$) if:

1. $s = \epsilon$ and $\sigma \models \Theta$.
2. $s = s_1 \cdot n$, $\sigma_1 = P(s_1)$, and $\sigma = In_n(\sigma_1)$ with $\sigma_1 \models En_n$.
3. $s = s_1 \cdot n$, $\sigma_1 = P(s_1)$, and $\sigma = \bot$ with $\sigma_1 \not\models En_n$.
4. $s = s_1 \cdot \overline{n}$, $\sigma_1 \in P(s_1)$, and $\sigma = Out_n(\sigma_1)$.

Initiation is encoded by (1): before any operation is executed the systems is the initial state. Consecution of an allocation is encoded by (2) if the allocation is possible, or (3) if it is not a legal allocation. Deallocations are always legal, and encoded by (4). The special state $\bot$ is introduced here to indicate that $s$ does not represent a legal sequence of operations for protocol $P$. We extend the input and output actions to preserve $\bot$, and force all enable conditions to be false in $\bot$.

A string $s$ is *accepted* by a protocol $P$, and we write $s \in L(P)$ if $\bot \not\models P(s)$. We define a partial order $\subseteq$ on protocols based on language inclusion: $P \subseteq Q$ whenever $L(P) \subseteq L(Q)$.

**Lemma 4.3.** The following are equivalent:

1. $L(P) \subseteq L(Q)$.
2. For all strings $s$ and allocation symbols $n$, if $En_n^P(P(s))$ then $En_n^Q(Q(s))$.

**Proof.** Assume $L(P) \subseteq L(Q)$, let $s$ be an arbitrary string and $n$ an arbitrary symbol, with $En_n^P(P(s))$. First, $s \in L(P)$ and consequently $s \in L(Q)$; second, $s \cdot n \in L(P)$ and then $s \cdot n \in L(Q)$. Hence, $En_n^Q(Q(s))$.

Assume now (2). We show by induction on strings that if $s \in L(P)$ then $s \in L(Q)$.

—First, both $\epsilon \in L(P)$ and $\epsilon \in L(Q)$.
—Let $s \cdot n \in L(P)$. Then $En_n^P(P(s))$, so also $En_n^Q(Q(s))$. Hence, $s \cdot n \in L(Q)$.
—Let $s \cdot \overline{n} \in L(P)$. This implies $s \in L(P)$ and by inductive hypothesis $s \in L(P)$.

Then $s \cdot \overline{n} \in L(Q)$, as desired.

Therefore (1) and (2) are equivalent. \qed

Let $P, Q$ be any two of Basic-P, Efficient-P, k-Efficient-P and Live-P. We showed in Section 3 that the input and exit actions are identical for all these protocols. Therefore, if $s$ is in the language of both $P$ and $Q$ then the states reached are the same, i.e., $P(s) = Q(s)$. It follows that if for all states $\sigma$, $En_n^P(\sigma)$ implies $En_n^Q(\sigma)$, then $L(P) \subseteq L(Q)$. Consequently, comparing the enabling conditions for arbitrary states allows to conclude language containments.
4.1 Comparing the enabling conditions

The following lemma shows that the enabling condition of \textit{k-Efficient-P} becomes stronger as \( k \) grows. This implies that the enabling condition of \textit{Basic-P} is stronger than that of \textit{Efficient-P}, which in turn is stronger than \textit{k-Efficient-P}, which is stronger than \textit{Live-P}.

**Lemma 4.4.** If \( j \)-\textit{Efficient-P} allows an allocation then \( k \)-\textit{Efficient-P} also allows the allocation, provided \( j \leq k \).

**Proof.** It follows from the definition that if \( j \leq k \) then \( \psi_r^{(i)}[j] \) implies \( \psi_r^{(i)}[k] \). Moreover, by (3), \( \psi_r^{(i)}[j] \) implies \( \bigwedge_{l \leq k} \varphi_r^{(i)}[l] \). Consequently,

\[
\bigwedge_{l \leq j} \varphi_r^{(i)}[l] \land \psi_r^{(i)}[j] \rightarrow \bigwedge_{l \leq k} \varphi_r^{(i)}[l] \land \psi_r^{(i)}[k]
\]

Therefore if \( j \)-\textit{Efficient-P} allows the request so does \( k \)-\textit{Efficient-P}.

Lemma 4.4 directly implies that an allocation allowed by \textit{Basic-P} is also allowed by \textit{Efficient-P}, and that an allocation allowed by \textit{Efficient-P} is also allowed by \textit{k-Efficient-P} with \( k \geq 2 \). Moreover:

**Corollary 4.5.** If \( k \)-\textit{Efficient-P} allows an allocation then so does \textit{Live-P}.

4.2 Protocol Comparison by Allocation Sequences

As an immediate consequence of lemmas 4.4 and 4.5 we conclude that the languages accepted by these protocols are partially ordered as follows:

\[
\text{Basic-P} \subseteq \text{Efficient-P} \subseteq \ldots \subseteq \text{k-Efficient-P} \subseteq \ldots \subseteq \text{Live-P}
\]

The following examples shows that these language containments are strict:

\[
\text{Basic-P} \not\supset \text{Efficient-P} \not\supset \ldots \not\supset \text{k-Efficient-P} \not\supset \ldots \not\supset \text{Live-P}
\]

which is depicted in Fig 1.
Example 4.1. Consider the following call-graph, with initial resources \( T_r = 2 \).

\[
\begin{array}{ccc}
(n_2, r^2) & \rightarrow & (n_1, r^1) \\
& \rightarrow & (m_1, r^1)
\end{array}
\]

The string \( m_1n_2 \) is accepted by Efficient-P but not by Basic-P.

Example 4.2. The previous example can be generalized to show that there is a string accepted by \( k \)-Efficient-P but not by \( j \)-Efficient-P (for \( j < k \)). Consider the following annotated call graph, with initial resources \( T_r = j + 1 \).

\[
\begin{array}{ccc}
(n_{j+1}, r^{j+1}) & \rightarrow & (n_j, r^j) & \rightarrow & (n_{j-1}, r^{j-1}) & \rightarrow & \cdots & \rightarrow & (n_1, r^1) \\
& \rightarrow & (m_j, r^j) & \rightarrow & (m_{j-1}, r^{j-1}) & \rightarrow & \cdots & \rightarrow & (m_1, r^1)
\end{array}
\]

The string \( m_jn_{j+1} \) is accepted by \( k \)-Efficient-P, but is not accepted by \( j \)-Efficient-P.

Example A.1 in Appendix A generalizes these examples to a single scenario that shows all the proper containments.

5. REACHABLE STATE SPACES

In this section we study the notion of state space reachable by a protocol, and study a containment relation between the protocols based on their reachable state spaces.

Let \( P \) be an completely local protocol. The reachable state space of \( P \), denoted by \( S(P) \), is the set of global states that \( P \) can reach following some legal allocation sequence. It follows immediately that if the actions of two protocols \( P \) and \( Q \) are equivalent, then \( P \models Q \) implies that every state reachable by \( P \) is also reachable by \( Q \): any string that witnesses the reachability of a state for \( P \) also witnesses that the same state is reachable for \( Q \).

Lemma 5.1. For every two protocols \( P \) and \( Q \) with the same input and output actions, if \( P \models Q \) then \( S(P) \subseteq S(Q) \).

Consequently, the reachable state spaces are ordered by:

\[
S(\text{Basic-P}) \subseteq S(\text{Efficient-P}) \subseteq \ldots \subseteq S(\text{\( k \)-Efficient-P}) \subseteq \ldots \subseteq S(\text{Live-P})
\]

We show in the rest of this section that this containments are not proper, by proving that Basic-P can reach all \( \varphi \)-states, which together with Live-P \( \subseteq \varphi \)-states, implies that all reachable spaces are actually the same: all \( \varphi \)-states.

5.1 Topological Orders of Annotated Call Graphs.

Given a call graph, a total order \( > \) in its nodes is called topological if it respects the descendant relation, that is, if for every pair of nodes \( n \) and \( m \), if \( n \rightarrow m \) then \( n > m \). Analogously, we say that an order \( > \) respects an annotation \( \alpha \) if for every pair of nodes \( n \) and \( m \) residing in the same site, if \( \alpha(n) > \alpha(m) \) then \( n > m \). A total order that is topological and respects annotations is called compatible.

Lemma 5.2. Every call graph annotated with an acyclic annotation has a compatible order.
Proof. The proof proceeds by induction in the number of call-graph nodes. The result trivially holds for the empty call-graph. Assume the result holds for all call-graphs with at most \( k \) nodes and take an arbitrary call-graph with \( k + 1 \) nodes.

First, there must be a root node whose annotation is the highest among all the nodes residing in the same site. Otherwise a dependency cycle can be formed: take the maximal nodes for all sites, which are internal by assumption, and their root ancestors. For every maximal (internal) node there is \( \rightarrow^+ \) path reaching it, starting from its corresponding root. Similarly, for every root there is an incoming \( \rightarrow^- \) edge from the maximal internal node that resides in its site. A cycle exist since the (bipartite) subgraph of roots and maximal nodes is finite, and every node has a successor (a \( \rightarrow^+ \) for root nodes, and a \( \rightarrow^- \) for maximal nodes). This contradicts that the annotation is acyclic.

Now, let \( n \) be a maximal root node, and let \( > \) be a compatible order for the graph that results by removing \( n \), which exists by inductive hypothesis. We extend \( > \) by adding \( n > m \) for every other node \( m \). The order is topological since \( n \) is a root. The order respects annotations since \( n \) is maximal in its site.

5.2 Reachable States

A global state of a distributed system is \emph{admissible} if all existing processes (active or waiting) in a node \( n \) are also existing, and active, in every node ancestor of \( n \). That is, if the state corresponds to the outcome of some admissible allocation sequence.

Theorem 5.3. The set of reachable states of a system using \textsc{Live-P} is precisely the set of \( \varphi \)-states.

Proof. It follows directly from the specification of the \textsc{Live-P} protocol that all reachable states satisfy \( \varphi \). Therefore, we only need to show that all \( \varphi \)-states are reachable. Let \( > \) be a topological order in the nodes, compatible with the annotation as guaranteed by Lemma 5.2. Given a global state \( \sigma \) let \( \sigma(n) \) indicate the utilization of node \( n \) (the number of active processes running node \( n \) in state \( \sigma \)). We partially order the set of global states, by having \( \sigma_1 > \sigma_2 \) whenever:

1. \( \sigma_1(n) > \sigma_2(n) \) for some node \( n \), and
2. \( \sigma_1(m) = \sigma_2(m) \) for all prior nodes \( m < n \).

Since the maximum utilization of any node is bounded, the order \( > \) is finitely-based, and consequently well-founded. We show by induction in \( > \) that every \( \varphi \)-state is reachable.

The base of induction is the global state with no utilization in any node, which is the initial state of the system and therefore it is reachable. Consider now an arbitrary \( \varphi \)-state \( \sigma \) with some utilization. Let \( n \) be an arbitrary node with an active process \( P \) that has no active descendant. Such a process is guaranteed to exist since call-graphs are finite, and leafs have no descendants (active or otherwise). Let \( \sigma' \) be the state that is obtained from \( \sigma \) by removing \( P \) from being an active process in node \( n \). The state \( \sigma' \) is strictly smaller than \( \sigma \) in \( > \), and is also a \( \varphi \)-state. By induction hypothesis, \( \sigma' \) is reachable. Since \( \sigma \) is obtained from \( \sigma' \) by an allocation that preserves \( \varphi \), \( \sigma \) is also reachable, as desired.

In terms of the allocation strings, Theorem 5.3 is equivalent to show that for every sequence \( s \) that arrives to a \( \varphi \)-state there is a sequence \( s' \) arriving at the same state.
for which all prefixes also reach to $\varphi$-states. The sequence $s'$ is in the language of Live-P.

Perhaps more surprisingly, the set of reachable states of Basic-P is also the set of all $\varphi$-states. To prove this we first need an auxiliary lemma.

**Lemma 5.4.** In every $\varphi$-state, an allocation request in site $r$ with annotation $k$ has the same outcome using Basic-P and Live-P, if there is no active process in $r$ with annotation strictly smaller than $k$.

**Proof.** First, in every $\varphi$-state, if Basic-P grants a resource so does Live-P, by Lemma 4.4. We show that in every $\varphi$-state, if Live-P grants a request of $k$ and $a_r[j] = 0$ for all $j < k$, then Basic-P also grants the request. In this case,

$$T_r - t_r = A_r[1] = \sum_{j=1}^{T_r} a_r[j] = \sum_{j=k}^{T_r} a_r[j] = A_r[k],$$

and since Live-P grants the request, then $A_r[k]+1 \leq T_r - (k-1)$ and $A_r[k] \leq T_r - k$. Using (4), $T_r - t_r \leq T_r - k$, and $t_r \geq k$, so Basic-P also grants the resource. □

**Theorem 5.5.** The set of reachable states of a system using Basic-P is precisely the set of $\varphi$ states.

**Proof.** The proof is analogous to the characterization of the reachable states of Live-P, except that we also observe that the constructed run to the desired state satisfies that at every transition the request is performed in a node with no active process of lower annotation. By Lemma 5.4 the request is granted because it is granted by Live-P (both starting and reaching states are $\varphi$-states) and the allocation picked to be in a node whose sites have no smaller active processes. □

Theorem 5.5 can also be restated in terms of allocation sequences. For every admissible allocation string that arrives to a $\varphi$-state there is an admissible allocation string that, arrives at the same state and (1) contains no deallocations, and (2) all the nodes occur according to some compatible order. It follows from Theorem 5.5 that $S_{Basic-P} = \varphi$-states, so:

$$S(Basic-P) = S(Efficient-P) = \ldots = S(k$-$Efficient-P) = \ldots = S(Live-P)$$

as depicted in Fig 2.

6. CONCLUSIONS AND OPEN PROBLEMS

The fact that the reachable state space of $k$-Efficient-P is all the $\varphi$-states can be used as a proof technique: if the decision of some protocol can be stated as a transition into a $\varphi$-state, then the protocol still provides deadlock avoidance. This is used in Sánchez et al. 2006 to create an efficient distributed priority inheritance mechanism where annotations are used to encode priorities; inheriting a priority is carried out by an annotation decrease. This does not compromise deadlock freedom because decreasing the annotation of an existing process in a $\varphi$-state results into an $\varphi$-state.

The following conjectures are still open problems:
Reachable State Spaces of Distributed Deadlock Avoidance Protocols

Reachable State Spaces of the Different Protocols

\[ \varphi\text{-states} = \]
\[ = S(\text{Live-P}) \]
\[ = S(\text{Efficient-P}) \]
\[ = S(\text{k-Efficient-P}) \]
\[ = S(\text{Basic-P}) \]

Fig. 2. Reachable state spaces of the different protocols.

(1) Given a completely local protocol \( P \) that guarantees deadlock avoidance for all initial resources, there is a minimal annotation for which \( P \subseteq \text{Live-P} \). This would imply an optimality result for \( \text{Live-P} \) and an indication that the \( \varphi \) captures the essence of deadlock avoidance.

(2) Let \( P \) be a completely local protocol that guarantees deadlock avoidance for all initial resources, and whose enabling condition and input and exit actions can be computed using \( O(\log T_r) \) bits at each site \( r \). Then for some minimal annotation \( P \subseteq \text{k-Efficient-P} \) for some \( k \). This result would imply that \( \text{k-Efficient-P} \) is optimal among protocols that use only a constant number of counters.
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A. MISSING PROOFS AND EXAMPLES

Example A.1. Let \( k \) be arbitrary, and consider the following annotated call graph, where all nodes reside in site \( r \), and \( T_r = k + 1 \).

The string \( n_{k,k}n_{k+1,k+1} \) is accepted by \textsc{Live-P}, but is not accepted by \textsc{k-Efficient-P}. For arbitrary \( j < k \), the following string is accepted by \textsc{k-Efficient-P} but not by \textsc{j-Efficient-P}:

\[ n_{j,j} \ldots n_{j,j}n_{j+1,j+1} \]

This includes the following string, which is accepted by \textsc{Efficient-P} but not by \textsc{Basic-P}:

\[ n_{1,1} \ldots n_{1,1}n_{2,2} \]

B. A PROTOCOL THAT ACCEPTS A RUN THAT \textsc{Live-P} DOES NOT ACCEPT

Consider the call graph:

The protocol starts running as \textsc{Live-P} with the annotation:

The first time there is a process running in \( n_2 \) but no process running in \( m_1 \), it blocks all requests in \( m_1 \) until the process in \( n_2 \) finishes. This is a local operation controlled by a boolean variable in \( s \). When the process in \( n_2 \) finishes, the output action \textit{piggybacks} a token to \( n_1 \) as a part of the return call, and changes the annotation of \( m_1 \) to 2. Node \( n_1 \), when receiving the token changes its annotation to 1, effectively continuing as \textsc{Live-P} with annotation:
Observe that there is an interval during which the system is running with the annotation:

\[
\begin{align*}
&n_1 \xrightarrow{r^2} n_2 \xrightarrow{s^1} \\
&m_1 \xrightarrow{s^2} m_2 \xrightarrow{r^1}
\end{align*}
\]

until the message of the return call that contains the token arrives to \(n_1\).

We conjecture that this run, for large enough number of resources cannot be accepted by Live-P with any annotation whatsoever. However, this conjecture does not immediately contradict the optimality of Live-P, as stated in some section above, since the protocol presented here is not local: it exchanges messages as piggybacks.
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